Performance of the discrete dipole approximation for optical properties of black carbon aggregates
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**A B S T R A C T**

The optical properties of black carbon (BC) are fundamental for radiative transfer and remote sensing. BC geometry is successfully represented by an idealized model named "fractal aggregate", and numerous methods are available and widely used to simulate the corresponding optical properties. This study systematically evaluates the performance of the discrete dipole approximation (DDA) for optical simulations of BC aggregates. The Multiple Sphere T-Matrix (MSTM) results are used as references for accuracy evaluation. The differences between the DDA and MSTM can be controlled to be less than 3% by using dipole size much smaller than the monomer size, and the DDA efficiency is sensitive to aggregate structures, e.g. lacy or compact. We find that shape representation for small-sized monomers during DDA discretization leads significant errors, i.e., up to 10%, and relatively large refractive index of BC also affects the DDA accuracy. However, the MSTM treats the BC monomers as perfect spheres without overlapping, and the imperfect structure that is implicitly introduced in the DDA simulations due to the spatial discretization may be a better representation of realistic BC particles. Moreover, the accuracy and efficiency of the DDA can be improved by defining dipoles on the particle boundary to have refractive indices given by the effective medium approximation (EMA). This leads to the adequate shape representation even using larger dipole sizes, and results in the DDA accuracy comparable to that of the reference MSTM solution.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Black carbon (BC), produced by incomplete combustion, is one of the most significant contributors to global warming due to its strong absorption of solar radiation [1]. It plays an important role in the radiative forcing at regional and global scales, and may enhance the occurrence of extreme haze pollution episodes by inducing heating in the planetary boundary layer [2]. Thus, the optical properties of BC aerosols are fundamental for a better understanding of its radiative effects and remote sensing studies.

BC particles normally exist as aggregates of spherical monomers [3,4], and fractal geometry is used for describing BC complex morphologies [5–7]. Mathematically, the parameters that describe fractal aggregates are related by [5]:

\[ N = k_r \left( \frac{R_g}{a} \right)^{D_f} . \]  

Here, \( N \) is the number of monomers in an aggregate, and \( a \) is the monomer radius. The gyration radius \( R_g \) quantifies the spreads of the monomers. The fractal prefactor \( k_r \) and fractal dimension \( D_f \) are two important parameters describing the compactness of an aggregate. Relatively compact aggregates with a fixed \( N \) and \( a \) have smaller \( R_g \), so require a larger \( D_f \) or \( k_r \) to satisfy the relationship in Eq. (1).

With geometries based on the fractal aggregate rigorously defined, accurate simulations of BC optical properties become possible. Numerous numerical models are developed and applied to account for the optical properties of BC aggregates [8–10]. Among the existing methods, the Multiple Sphere T-Matrix method (MSTM) [8,11] and the Generalized Multi-particle Mie (GMM) method [12,13] are specially designed for scattering properties of multiple spheres. Both the MSTM and GMM can only consider aggre-
gates of perfect spheres without overlapping. Meanwhile, more general methods that are applicable for particles with arbitrary geometries can also calculate BC optical properties, such as the discrete dipole approximation (DDA) [14,15] and finite difference time domain method (FDTD) [16]. The geometric-optics method has also been extended and improved to account for optical properties of aggregates by considering surface wave [17,18]. A well-chosen method may not only save significant computational resources but also provide more robust and accurate results, whereas an inappropriate method may draw misleading or wrong conclusions. Therefore, a complete and rigorous understanding on the performance of different numerical methods themselves is needed.

Among those numerical models, the DDA solves the electromagnetic integral equation in the frequency domain, and has been extensively applied to investigate aggregate optical properties, especially those with irregular or inhomogeneous geometries [19–21]. In the framework of the DDA, a particle is discretized into small sub-volumes (namely dipoles), and interactions derived from the aforementioned integral equation can be approximated by those among point dipoles. Thus, the DDA is fully flexible on particle geometries. Considering that the MSTM or GMM can only be applied to fractal aggregates of perfect spheres without overlapping [11–12], the DDA is widely used to investigate the effects of more realistic monomer irregularity, e.g., overlapping, necking, and coating, on BC optical properties [19–28]. During the application of the DDA, those studies either briefly evaluate the DDA for BC aggregate applications [22–28], or directly carry out the DDA simulations for their particular applications without validation [29–31].

Table 1 summarizes some of the previous studies that include discussions on the DDA performance [22–28]. Most of these studies use the DDA for their particular applications related to aggregate optical properties, and the DDA is evaluated only briefly. As another rigorous solution of the Maxwell equations, the MSTM solves equations in the multiple spherical boundary domain, so it is often used as the reference method for the evaluations of other methods. Table 1 lists some key parameters used for the DDA, i.e., refractive index, particle sizes, and spatial resolution used, and the last column is the relative errors (REs) of the DDA results (mostly for the cross sections), which range between over 30% to almost zero. The parameter “dpl”, namely dipoles per lambda (wavelength), is widely used in the DDA literature to describe the discretization level. While certain rules-of-thumb exist for satisfactory accuracy, e.g. dpl ≈ 10|m, where m is the complex refractive index, they are largely misleading when the particle or some of its structural elements is much smaller than the wavelength [20,32]. This is illustrated by the values of dpl in Table 1. The large variation is not so much due to inherent factors affecting accuracy, but rather due to the varying sizes of the monomer and of the whole aggregate. Still, we continue to use dpl or derived parameters in this paper due to their convenience for labeling different discretization. Overall, there are two factors complicating the application of the DDA for calculating BC aggregate optical properties. First, the performance of the DDA method is challenged if the real part of refractive index becomes relatively large [33]. Second, BC monomers have small size, so the choice of discretization (dpl) becomes critical, especially if both numerical accuracy and efficiency are considered.

Considering the significant uncertainties and demands for the DDA, this study presents a complete and systematic investigation on the performance of the DDA for the aggregate optical simulations, and develops a treatment based on the effective medium approximation to improve the DDA accuracy and efficiency. The paper is organized as follows. Section 2 introduces the DDA method and simulation parameters. The performance of the DDA is discussed in Sections 3, and a treatment based on the effective medium approximation is presented in Section 4 to improve the DDA performance. Section 5 concludes this study.

2. Method

As one of the most widely used numerical solution of light scattering by nonspherical particles, the features of the DDA has been extensively studied for general applications, whereas, typically, the particles are larger than the incident wavelengths. However, this study focuses on a special case of particles with relatively small overall sizes but complex geometries. The ADDA implementation (v1.3) developed by Yurkin and Hoekstra [34–37] is used in this study; it is parallelized with the MPI to be run on computer clusters. Due to the similar default settings and accuracy to another DDA code DDSIM [36], our results can be understood for the DDA method in general. Some important parameters related to the DDA simulations are introduced in this section.

The DDA discretizes particles into small dipoles, and, for a given particle, its efficiency and accuracy are mostly determined by the dpl used for the simulation. The dipoles should be much smaller than both the incident wavelength and the particle length scale to better represent its geometry. For BC aggregates, typical monomer diameters range between 10 and 100 nm, and we are interested in their optical properties in ultraviolet, visible, or shortwave infrared wavelengths, i.e., in the order of a few hundred nanometers. Thus, the rule-of-thumb dpl value of 10|m is definitely not sufficient; it should be large enough to adequately represent these small monomers. An alternative parameter describing the dipole size is its size parameter kd, where k = 2π/λ, and d are wavenumber and dipole size, respectively. The two are related as kd = 2π/dpl.

We use the default DDA formulation in ADDA [37], namely interaction of point dipoles and the lattice dispersion relation
for polarizability formulation. The latter is not important, since \( kd \ll 1 \), but different interaction formulations can make a difference. Especially promising for future research is the integration of the Green’s tensor (IGT) [38]. The linear system inside the DDA is solved iteratively, for which also the default ADDA parameters are used, namely the quasi minimal residual method with convergence threshold of \( 10^{-5} \) [37]. This threshold is good enough to have no noticeable influence on the final DDA accuracy.

The fractal aggregates are generated by a tunable aggregation algorithm [39]. Lacy and compact aggregates are considered by using two fractal dimensions of 1.8 and 2.8, and the fractal prefactor is fixed to be 1.2 [40]. The monomer diameter is assumed to be 30 nm, and two values of the refractive index \( m \) are considered, i.e., \( 1.4 + 0.6 i \) and \( 1.8 + 0.6 i \). The incident wavelength is fixed at 550 nm. For each set of parameters, five aggregates with different realizations will be averaged to smooth out the arbitrariness during aggregate generation. Exceptions to the above parameters for comparison with previously published simulations will be described separately. All simulations are carried out on a single node with 24.25 GHz processors and 128 GB memory.

Another advantage for this study is that a more efficient numerical solution for idealized aggregates of spheres exists. In particular, the MSTM code (v3.0) developed by Mackowski and Mishchenko [11,41] is used as a reference. While the MSTM is typically accurate to many digits for aggregates of a few spheres, its accuracy is not necessarily that good for aggregates of many spheres with large refractive index. This issue is complicated by several internal parameters controlling the accuracy, fine tuning of which is beyond the scope of this paper. We have, however, briefly tested another code based on the similar physical principle – the GMM. The difference between the MSTM and GMM (data not shown) do not exceed 1% even for larger aggregates, so we assume that as the upper bound of possible MSTM errors. This level is good enough for the final conclusion, since the typical DDA errors are significantly larger. The natural limitation of the MSTM is the assumption of aggregates of perfect spheres without overlapping, so, for more realistic cases, the DDA has to be applied.

### 3. The performance of the DDA

We first discuss the influence of spatial resolution, i.e., dpl, on the DDA simulation of aggregate optical properties, and decompose the influence of geometry representation on the DDA results. Fig. 1(a) shows a lacy aggregate \((D_l = 1.8)\) with 100 monomers. If the dpl, monomer size \((a = 15 \text{ nm})\), and incident wavelength \((550 \text{ nm})\) are given, the aggregates, i.e., all monomers, can be discretized into smaller dipoles. To better illustrate the discretization, only two of the 100 monomers are shown in the rest of the figure, and Fig. 1(c)-(e) are the two monomers discretized using different-sized dipoles with dpl = 50, 100, and 200. It is clearly shown that, with the increase of dpl, the monomers are better represented, and the overall discretized monomer becomes more spherical. The cubic elements are used to illustrate the dipoles since they correspond to the discretization scheme and facilitate further discussion of the errors. For those three cases, the DDA errors are introduced by two factors [34]. One is the numerical error related to the finite size of the dipole in comparison with the characteristic scale of the electric field inside the particle. The other reason is related to the difference between the real shape (Fig. 1(b)) and the shape represented by the dipoles (Fig. 1(c)-(e)), because the dipoles are defined solely by the location of their centers inside the monomers. For convenience, we refer the first kind of error as ‘discretization error’, and the second as ‘shape error’ [34]. The difference between a DDA result and ‘exact’ solution is referred to as ‘total error’, i.e., the combination of the two errors. With increasing dpl, the DDA accuracy is improved by both decreasing the discretization errors and giving better geometry representation. Note that all three errors can be negative or positive, so the amplitude of the total error is not necessary to be larger than those of its two components, which may cancel with each other.

Additional simulations are designed to separate errors of the two kinds, similarly to [35]. By increasing the dpl, the discretization error definitely decreases, whereas the shape errors of using a larger dpl may be retained. The geometry defined using larger dipoles, e.g., Fig. 1(c) with dpl = 50, can be re-discretized following its overall geometry using smaller dipoles, e.g., dpl = 200, resulting in Fig. 1(f). To keep the overall geometry, Fig. 1(f) uses smaller dipoles to represent the cubic space of each dipole in Fig. 1(c), and, with dpl increasing from 50 to 200 (i.e., \( kd \) decreasing from 0.12 to \( \sim 0.03 \)), each dipole is further discretized into \((200/50)^3 = 64\) smaller ones (as illustrated by the green cubes from Fig. 1(c) to (f)). Strictly speaking, the discretization error for dpl = 50 is the difference between the DDA results for Fig. 1(c) and the limit of dpl → \( \infty \) for the same discretized shape [35]. Similarly, the shape error for dpl = 50 is the difference between the DDA results with
the limit of \( dpl \to \infty \) for the discretized shape Fig. 1(c) and the exact solution for Fig. 1(b), and the latter can be obtained either by the MSTM or the DDA for the limit of \( dpl \to \infty \) for accurate spherical discretization. To be more specific, the discretization and shape errors for \( dpl = 50 \) can be approximated by the differences between DDA results of Fig. 1(f) and those of Fig. 1(c) and (e), respectively (note \( dpl \) of only 200, not \( \infty \), is used for Fig. 1(e) and (f)).

Fig. 2 illustrates DDA errors for the aggregate in Fig. 1, and the REs of the DDA extinction (left) and absorption (right) from the MSTM results are shown. The extinction and absorption cross sections are compared, and we omit the “cross section” in the discussion of this study. The x-axis is given in the form of dipole size parameter \( kd \), and the corresponding RE values are listed in the top for reference. Note that the monomer size parameter for this case is \( kd = 0.17 \). Blue curves, discretizing the original spherical monomer, are for standard DDA simulations, and the REs decrease with the increase of \( dpl \) value. The red and green lines are for discussion on the shape errors. The solid and dashed lines are for aggregates with a refractive index of \( 1.8 + 0.6i \) and \( 1.4 + 0.6i \), respectively. Here and further the results for extinction and absorption are similar, since absorption is much larger than scattering for most of the considered aggregates (small size and large \( \text{Im}(\text{m}) \)). Still we analyze both quantities as the most relevant ones for the experiments.

We discuss the results of \( m = 1.8 + 0.6i \) in Fig. 2 in details. Even with the \( kd \) reaching to \( \sim 0.006 \) (\( dpl = 1000 \)), the DDA and MSTM still show relative difference of 2–3%. The origin of this residual is probably due to both the DDA and the MSTM (further discussed in Section 4). Anyway, it is small enough to make certain conclusions about the shape errors, which can be obtained by considering the red/green curves at small \( kd \). For the red curves, during the increasing of the \( dpl \), the particle is kept as the one discretized with a smaller \( dpl \) value of 50, i.e., the one illustrated by Fig. 1(c) (referred to as Shape-I). The green curves correspond to Shape-II that is initially discretized with a \( dpl \) of 100. As discussed above, with the decrease of dipole size, particle shape representation is not changed for the Shape-I and Shape-II, so the differences between the blue and red/green curves (especially, their values at \( dpl = 1000 \)) can be understood as the shape errors of using a \( dpl \) of 50/100 for the DDA simulations. We can see that the REs for coarse shapes become almost constant as the \( kd \) becomes smaller than \( \sim 0.02 \) (or \( dpl > \sim 400 \)), implying fast (at least quadratic) convergence of the discretization errors, similar to [34]. Nevertheless, for all shown curves the shape errors of the DDA simulations are approximately two times larger (and of opposite sign) than the discretization error for the same \( kd \), since the sum of these two errors is the total error depicted by the blue curves (where it intersects with the red and green curve respectively). Meanwhile, at the other end of the blue curves, the DDA errors oscillate for simulations with large \( kd \) values (e.g. larger than \( \sim 0.15 \)) that are even comparable to the monomer size parameter (e.g., \( kd = 0.17 \) here).

Table 2 lists the corresponding errors of DDA simulations with \( dpl \) values of 50 and 100. We use the MSTM results as reference, and illustration in Fig. 2(a) can be used to understand how the errors are obtained. The results for \( 1.4 + 0.6i \) give much smaller REs but the same overall trends. This agrees with the previous study of single spheres [33], i.e., the DDA accuracy decreases as real part of refractive index increases. To summarize, large \( dpl \) is necessary to obtain satisfactory accuracy due to two reasons: (1) poor shape representation due to relatively small monomer size and (2) large real part of refractive index.

Let us take another look at the significant shape errors of the DDA simulations. The realistic BC aggregates are neither perfectly spherical nor point-to-point attached without overlapping as those defined in the MSTM, while the DDA discretization introduces imperfections to the idealized geometry. In other words, the discretized shapes defined in the DDA do differ from those defined in the MSTM, but are probably closer to realistic BC particles. Thus, the shape errors caused by DDA simulations with relatively small \( dpl \) could also be understood as an “advantage” of the DDA algorithm, although it lacks sufficient control for immediate application.

Conclusions of Fig. 2 seem to be significantly different from those given by some studies reviewed in Table 1 [22–28]. For example, Kahrnert et al. and Wu et al. show that a \( dpl \) of \( \sim 40 \) is sufficient [22,24]. These differences are mainly caused by the presence of a relatively large coating sphere enclosing BC aggregates in their simulations. Fig. 3 gives an example of comparison with those given by Wu et al. [24]. The REs of the DDA simulations for aggregates with and without non-absorptive coating sphere are illustrated here. Most parameters are assumed to be the same as those used in Wu et al. [24], in contrast to the rest of this manuscript. The radii of coating spherical particle and monomer are 300 nm and 20 nm, respectively. The aggregates have 50 and 100 monomers. However, the general conclusions will not change. The refractive indices of BC and coating are 1.76 + 0.57i and

---

**Fig. 2.** Relative errors of the DDA results on the extinction and absorption of lacy BC aggregates with 100 monomers as functions of dipole size parameter (values of \( dpl \) are listed at the top axis). Solid lines are for aggregates with a refractive index of \( 1.8 + 0.6i \), and dashed ones are for that of \( 1.4 + 0.6i \). The monomers are either discretized with a full dipole resolution (sphere) or based on the coarser representations (Shape I and II).
1.44 + 0i at the incident wavelength of 670 nm. The fractal dimension is 2.5. For aggregates with coating, the DDA REs become less than 2% (for both extinction and absorption) as the \( kd \) becomes smaller than 0.06 (the extinction errors are almost zero at almost all \( kd \) values), while there are significant remaining errors for the non-coating cases (discussed in Section 4). Because the large coating sphere is the dominant component for the coating cases, the influence of monomer structure becomes less important with aggregate volume fraction being less than 5%. Furthermore, obvious oscillations are noticed for \( kd \) larger than 0.1. To conclude, the dpl should be carefully chosen for DDA simulations of aggregates with small-scale monomers.

Results in Figs. 2 and 3 are averaged for randomly oriented aggregates, which raise another key difference between the DDA and MSTM, i.e., the methods for scattering simulations of randomly oriented particles. The DDA has to be applied multiple times for numerical averaging over different particle orientations, while the MSTM calculates them analytically in one simulation. Thus, the number of orientations needed to obtain the optical properties of randomly oriented aggregates is also important for the efficiency of DDA simulation. Fig. 4 shows the REs of the extinction (red), absorption (blue), and scattering (green) and asymmetry factor (purple) of aggregates given by the DDA as a function of the number of orientations used for averaging. Both lacy and compact aggregates (\( D_p = 1.8 \) and 2.8) with \( m = 1.8 + 0.6i \) and \( N = 100 \) are illustrated here, and a dpl value of 300 is used for the simulation. The results show little variation over the number of orientations performed. The variations are smaller for compact structures with \( D_p = 2.8 \), because they have a more spherical overall geometry and are less sensitive to orientation. There are slight oscillations on the REs when the number of orientation is small, but their values are mostly under 10%. After the orientation number becoming larger than 32, the REs become almost constant, which is expected since the aggregates overall size is relatively small. Considering that the scattering properties of BC aggregates are less sensitive to particle orientations, the default convergent rule used in the ADDA implementation is used in the following simulations, and normally 64–128 independent orientations are used. The results for aggregates with other sizes (\( N \) or \( a \)) are similar, and will not be presented.

Fig. 5 shows the REs of extinction, absorption, and asymmetry factor (\( g \)), and the ratio of computational time of DDA simulations to those of the corresponding MSTM, and the results are for aggregates with a fixed/single orientation and random orientations. Again, we consider both lacy and compact aggregates but with monomer numbers from 10 to 1000, \( m = 1.8 + 0.6i \), and dpl = 200. For extinction and absorption, the REs decrease as the monomer number increases, especially for compact aggregates, and are generally under 5%. Similarly, the REs on asymmetry factor can converge to 2% and 0% for lacy and compact aggregates as the particle size increases, respectively, whereas the REs are much larger when the aggregates are small. The results for fixed and randomly oriented aggregates are almost the same. For the computational efficiency, the MSTM is approximately one order of magnitude faster than the DDA for compact aggregates, and two orders of magnitude faster for lacy aggregates.

Table 3 lists the computational resources used for the simulations, i.e. the memory and computational time, and only those for lacy aggregates are included. As expected, the memory usage and computational time are sensitive to particle size. For the MSTM, the differences between memory usages required for different-sized particles are relatively small. However, the memory usages of the DDA substantially increase as the monomer number increases. For example, the memory required for aggregates with 1000 monomers is approximately three orders of magnitude larger than that for aggregates with 10 monomers. Thus, the memory requirements of the DDA in most cases are much larger than those of the MSTM, but still within the range of current computational capabilities. The computational times of the MSTM and DDA for aggregate with 10 monomers at a fixed origination are two or-

### Table 2

List of typical relative errors (in percents) of the DDA simulations of the extinction of BC aggregates as those illustrated in Fig. 2.

<table>
<thead>
<tr>
<th>dpl</th>
<th>( kd )</th>
<th>1.4 + 0.6i</th>
<th>1.8 + 0.6i</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Discretization</td>
<td>Shape</td>
</tr>
<tr>
<td>50</td>
<td>0.13</td>
<td>-2.2</td>
<td>3.7</td>
</tr>
<tr>
<td>100</td>
<td>0.06</td>
<td>-1.4</td>
<td>2.5</td>
</tr>
</tbody>
</table>

![Fig. 3](image-url) The relative errors of extinction and absorption between the DDA and MSTM as functions of dpl for the same aggregates as considered in Wu et al. [24]. (see text for details).
Fig. 4. Relative errors of the extinction (red), absorption (blue), scattering (green), and asymmetry factor (purple) of randomly oriented aggregates with lacy (a) and compact (b) structures and 100 monomers ($m = 1.8 + 0.6i$) as a function of number of orientations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Relative errors of extinction, absorption, and asymmetry factor, and ratio of computational times of the DDA to the MSTM for fixed and randomly orientated aggregates ($m = 1.8 + 0.6i$).

Table 3

<table>
<thead>
<tr>
<th>N</th>
<th>Memory (MB)</th>
<th>Time (s)</th>
<th>Memory (MB)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed orientation</td>
<td>Random orientation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MSTM</td>
<td>DDA</td>
<td>MSTM</td>
<td>DDA</td>
</tr>
<tr>
<td>10</td>
<td>156</td>
<td>48</td>
<td>&lt;0.01</td>
<td>1.4 × $10^{-1}$</td>
</tr>
<tr>
<td>50</td>
<td>158</td>
<td>458</td>
<td>1.0 × $10^{-2}$</td>
<td>5.0 × $10^{-1}$</td>
</tr>
<tr>
<td>100</td>
<td>158</td>
<td>1331</td>
<td>3.6 × $10^{-2}$</td>
<td>1.4 × $10^{0}$</td>
</tr>
<tr>
<td>200</td>
<td>158</td>
<td>2970</td>
<td>1.3 × $10^{-1}$</td>
<td>3.2 × $10^{0}$</td>
</tr>
<tr>
<td>500</td>
<td>165</td>
<td>14,336</td>
<td>7.7 × $10^{-1}$</td>
<td>1.6 × $10^{1}$</td>
</tr>
<tr>
<td>1000</td>
<td>182</td>
<td>38,912</td>
<td>3.1 × $10^{1}$</td>
<td>5.0 × $10^{2}$</td>
</tr>
</tbody>
</table>

ders of magnitude faster than those with 1000 monomers, and the ratio becomes four orders magnitude for random orientation cases. However, the computational times much less than one second should quite sensitive from case to case, and may have some errors. The results of compact aggregates are similar to those of lacy aggregates, except that the DDA and MSTM computational times are much shorter than those shown in Table 3, and the results will not be given here.
Fig. 6 shows the scattering matrix elements of lacy and compact aggregates with 400 monomers. The agreement for the MSTM and DDA results on the scattering matrix elements is excellent, and only slight differences are noticed at backward scattering for lacy aggregates. Fig. 6 shows that, besides the phase function, $P_{22}/P_{11}$ and $P_{34}/P_{11}$ are slightly sensitive to the fractal dimension, whereas other elements are essentially unaffected. Note that this is the only scattering matrices that we illustrate in this study, because the great agreement is given by the two methods, and current applications related to BC optical properties are more interested in the integral scattering properties discussed above.

Most previous results are based on the refractive index of $1.8\pm0.6i$, whereas the simulations are sensitive to the refractive index as well, especially for the DDA [33]. Furthermore, the refractive index is always one of the most uncertain aerosol properties, because it cannot be measured directly. To study the effects of BC refractive index on the DDA performance, Fig. 7 shows the REs of extinction, absorption, and asymmetry factor, and the DDA efficiency relative to the MSTM at different refractive indices. The results are for lacy aggregates with 100 monomers. A small dpl of 100 is used, because we mainly consider relative efficiency, not accuracy. As a result, the ratios of the computational times shown in the figure can be quite different from those of Fig. 5 and Table 3, which use a dpl of 200. The REs on the extinction and absorption clearly increase as real part increases, and are less sensitive to the imaginary part. The REs for the asymmetry factor are much smaller, i.e. within 2%, and do not show any trends over the refractive indices. For the computational time, the ratios of the DDA to MSTM increase slightly as the real part or imaginary part of refractive index increases, but are always in the same order with values around 20. Again, the figure indicates that higher spatial resolution is necessary for DDA simulations of aggregates because of the relatively large real parts of BC refractive indices.

4. DDA with effective medium approximation

As indicated by Fig. 2 and results discussed above, the difficulties of applying the DDA for aggregates are mainly caused by discretization of the monomers that are significantly smaller than the wavelength. Thus, really small dipole size has to be used to represent the spherical structures of monomers (dpl up to a few hundreds). This can be clearly shown by the two-dimensional illustration in Fig. 8. The blue grids indicate dipoles, and the red circles are the monomers in two dimensions. In the left panel of Fig. 8, grids inside the circle are shown in black, and the circle cannot be well described by the coarse grids at all. Most dipoles located at circular edge can only be defined as either particle or vacuum determined by their centers. This poor representation is a common problem for methods discretizing the space domain such as the FDTD. Yang and Liou [42] introduce the effective medium approximation (EMA) to redefine the grids on particle edge in the FDTD simulations to eliminate the numerical errors. This has also been discussed in the framework of the DDA as the “weighted discretization” [34,43]. The right panel of Fig. 8 shows the idea of applying the EMA for light scattering simulations. For a ‘dipole’ at the edge, a part of it is inside the monomer, while the other part is vacuum. Thus, those dipoles can be defined as materials between the original material and vacuum depending on the volume fraction, and the darkness of those grids illustrates the corresponding volume fraction, or refractive indices. With the gray dipoles introduced, there is a smooth transition between the BC material and the vacuum space, so it is expected to give more accurate representation on the particle geometries with even relatively large dipoles.

The idea of the combination of the DDA and EMA (without modification of the existing code) is to use multiple refractive indices, instead of only a single one of BC, to define the dipoles on particle edge, whereas the choice of a particular EMA rule is
ambiguous. There are numerous approximations to give the effective refractive index of mixtures [44], and two of the most popular and general ones, namely the Maxwell-Garnett (MG) and Bruggeman (BR) theory, are tested. The refractive indices of the two methods are given by:

\[
\frac{m_{1}^{2} - m_{2}^{2}}{m_{1}^{2} + 2m_{2}^{2}} = f_1 \frac{m_{1}^{2} - m_{2}^{2}}{m_{1}^{2} + 2m_{2}^{2}} + f_2 \frac{m_{2}^{2} - m_{BR}^{2}}{m_{2}^{2} + 2m_{BR}^{2}} = 0
\]

Here, \(m_1\) and \(m_2\) are the refractive indices of the two components of the mixture (BC and vacuum in this study), and their corresponding volume fractions in each dipole are \(f_1\) and \(f_2\), respectively. The two materials in the BR are symmetric, and there is no difference on which is defined as \(m_1\) or \(m_2\). Note that the two materials with \(m_1\) and \(m_2\) in the MG are asymmetric, and they are understood as the inclusion and host/medium, respectively. Theoretically, the fraction of the inclusion \(f_1\) should be small [44]. However, we have to treat BC, i.e., \(m_1\), as inclusion independent of the value of \(f_1\) or \(f_2\), and \(m_2 = 1\) for vacuum is the host/medium. Only in this way the polarizability of point dipoles in the DDA, determined by the volume-weighted \(\frac{m_{1}^{2} - m_{2}^{2}}{m_{1}^{2} + 2m_{2}^{2}}\), becomes the same for a homogeneous dipole with \(m_{MG}\) and an inhomogeneous dipole with BC volume fraction being \(f_1\). To be more specific, with \(m_2 = 1\), we have the polarizability of the inhomogeneous dipole given by:

\[
f_1 \frac{m_{1}^{2} - 1}{m_{1}^{2} + 2} + f_2 \frac{m_{2}^{2} - 1}{m_{2}^{2} + 2} = f_1 \frac{m_{BC}^{2} - 1}{m_{BC}^{2} + 2} + \frac{m_{avg}^{2} - 1}{m_{avg}^{2} + 2}
\]

which is the same as Eq. (2) (\(m_{avg}\), the average refractive index to give the same volume-averaged polarizability, equals to \(m_{BC}\)).

Fig. 9 compares the refractive indices given by the two EMAs, and the BC refractive index is assumed to be 1.8 + 0.6i. Both real and imaginary parts of refractive indices increase gradually from that of vacuum to the BC value we used. The real parts of refractive index given by the MG and BR are almost coincident, whereas the MG gives smaller imaginary parts than those from the BR. During discretization, we additionally discretize each dipole to determine the volume fraction of BC, and then the corresponding effective refractive index can be given following Eq. (2) or (3).
due posed inviting important. Second by much and more give 0.05, and volume-averaged respectively. The presented results, by the smooth geometry and large BR, are applied by the EMA, the REs given by DDA become much more smooth at large $kd$ values (or small dpl), because, as illustrated by Fig. 8, the geometry of BC monomers can be better and more smoothly represented. Furthermore, the DDA + MG results give smaller REs than those of original DDA when $kd$ is larger than 0.05, and the two results become comparable for small $kd$. The great performance of the MG may be due to the correct value of the volume-averaged $\frac{m-1}{m+2}$ (which largely determines absorption for those aggregates) after redefining the edge dipoles. By contrast, the DDA + BR makes the relative errors even larger, probably due to the different imaginary part of the effective refractive index.

First obvious advantage of using MG EMA is significant enhancement of the simulation efficiency for practical applications by applying much smaller dpl (keeping the satisfactory accuracy). Second advantage is not that obvious, but is fundamentally more important. The convergence curves of DDA + EMA are very smooth, inviting the use of Richardson-style extrapolation down to $kd = 0$. As the simplest example we follow the empirical procedure proposed in [35], these particles also have smooth convergence curves due to the absence of shape errors. We take 6 best discretization $(kd \leq 0.05)$ and fit a quadratic function through them, assuming that the expected fit errors are proportional to $(kd)^2$, i.e. weights for the squared residuals are $(kd)^{-2}$. The obtained standard error for the zero-th polynomial coefficient of the fit, i.e. its value at $kd = 0$ is multiplied by 2 to obtain reasonable (nominal 95%) confidence interval given quasi-random remaining shape errors. The natural way is to fit the results of DDA simulations (extinction, absorption, etc.), but here we apply this idea directly to the relative errors (differences) shown in Fig. 10, since they are linearly connected with the original data.

The resulting quadratic fits are also shown in Fig. 10 by the solid lines, they pass very close to the original points used for the fit. The confidence ranges for extinction (the relative difference with the MSTM) are $(1.532 \pm 0.052)\%$ and $(1.536 \pm 0.053)\%$ for MG and BR, respectively. The agreement between them is surprisingly good, considering the large difference between the original convergence curves. Moreover, the agreement is even better than the fit uncertainties, suggesting that we may be over-estimating the uncertainty (recall that the extrapolation procedure is largely empirical). The original data for the DDA without EMA lie in confidence range of $(1.46 \pm 0.13)\%$ – significantly different but consistent with the above ones. Larger uncertainties of the non-EMA results correspond to their less smooth convergence curve as discussed above. The results for absorption are similar – $(1.691 \pm 0.056)\%$, $(1.697 \pm 0.059)\%$, and $(1.60 \pm 0.13)\%$ for the MG, BR, and non-EMA,
Fig. 11. Relative errors of the extinction, absorption, and asymmetry factors given by the DDA simulations with and without the EMA treatment at different aggregate and monomer sizes. The three columns from left to right are for aggregates with 50, 100, and 200 monomers.

Fig. 12. Relative errors of the extinction, absorption, and asymmetry factors given by the DDA simulations with (middle and right) and without (left) the EMA treatment at different refractive indices.
respectively. Even accounting for some uncertainty due to orienta-
tion averaging (< 0.5%), this analysis strongly suggests that the re-
ference MSTM result may have the error of approximately 1%. How-
ever, a more systematic analysis of the latter, including variation of all
its internal parameters, is required to make definite conclusions.
We leave such analysis for a future research.

The single case in Fig. 10 indicates the possibility of improv-
ing both DDA accuracy and efficiency by applying the MG for dis-
cretization, while its general performance for practical applications
under different circumstances are unclear. Fig. 11 compares the
REs given by the DDA simulations with and without the MG for
BC particles with different monomer and aggregate sizes, and the
dpl values of 50 and 100 are used for the simulation. The x-axis is
for monomer size parameter, i.e., \( x_m = 2\pi a/\lambda \), from 0.05 to 0.5,
and three aggregate sizes with \( N = 50, 100, \) and 200 are illustrated
from left to right. The DDA simulations with and without applying
the MG show quite different errors for aggregates with small-sized
monomers, and their results become similar for \( x_m \) larger than
\(-0.35\) for simulations using a dpl of 100. The DDA + MG errors on
the extinction and absorption are mostly under 5% at dpl of both
50 and 100, whereas those without the MG have REs as large as
10%. Again, the asymmetry factors show much smaller REs, mostly
less than 1%. Furthermore, the DDA + MG shows almost the same
results for the three aggregate sizes considered, whereas those for
DDA without the MG are slightly different. Overall, Fig. 11 indicates
that the application of the MG in most cases improves the accu-
racity of the DDA. The improvement is largest when a few dipoles
fit along the monomer diameter. For larger monomers the origin-
al discretization is already fine, while for smaller monomers all
dipoles are boundary ones and the averaging can even be detri-
mental. For cases considering very small monomers, e.g., Zhang
et al. [45] observed monomer radii of \(-7.5\) nm \( (x_m\) less than 0.1
at visible wavelengths), the original application of the DDA can
be really dangerous unless using a very large dpl, whereas the
DDA + MG can give reasonable results using dpl of even less than
100.

Last but not the least, the performance of the DDA + MG for ag-
gregates with different refractive indices is illustrated in Fig. 12,
and the aggregate parameters are the same as those used for Fig. 7.
The left panels are for simulations with a dpl value of 50 and with-
out the EMA, and the middle and right ones are for those with the
EMA and dpl of 50 and 100, respectively. Application of the MG
during the discretization systematically reduces the errors from
more than 10% to several percent at a dpl of 50 at all refractive
indices in the figure, i.e., typical BC values. Considering both the
results in Figs. 11 and 12, the errors for DDA + MG with dpl values
of 50 and 100 are in similar ranges, so, instead of dpl values of
a few hundred suggested by the previous section, values in the order
of a few tens become sufficient for the DDA + MG.

To summarize, our first attempt of application of the MG to de-
termine the refractive index of the boundary dipoles shows great
promise as it systematically enhances DDA performance for sim-
ulations of aggregates with monomer size smaller than the wave-
length due to the better representation of aggregate geometry with
even relatively smaller dpl. The improvements on both accuracy
and efficiency make the DDA a more powerful tool to study BC
optical properties, especially when applied to more realistic ag-
ggregate geometries. However, further work is required for a broad
application of those ideas. First, more advanced existing forma-
tions for the weighted discretization [46] should be implemented
in a mature DDA code, such as ADDA, and tested for a broad range
of problems. Second, the extrapolation technique should be also
broadly tested, when applied together with different weighted dis-
cretization and DDA formulations, such as the IGT.

5. Conclusion

This paper systematically investigates the performances of the
DDA on simulating the optical properties of BC aggregates, using
the MSTM as a reference. Different from the well-known assign-
ment of dipole size, i.e. about 10 times smaller than the incident
wavelength, much larger dpl values are necessary for this particu-
lar case of BC aggregates with small-sized monomers. The DDA
relative errors can be limited to less than 5% if the dpl is increased
to over 200 at typical BC refractive indices. A significant part of
the DDA error is due to the poor discretized representation of particle
shape with structures much smaller than the incident wavelength,
whereas such differences (over 10% at a dpl of 100) may also be
understood as an advantage of the DDA for accounting for imper-
fect geometries of BC aggregates. Although the DDA and MSTM ap-
ply totally different approaches to obtain optical properties of ran-
domly oriented particles, their relative efficiency is not affected by
the simulations for a fixed orientation or random orientations. To
alleviate the abovementioned shape errors, we introduce the EMA for
better particle discretization, which defines the refractive in-
dices of dipoles on particle edge based on the volume fraction in-
side the particle. This leads to the DDA errors under 5% with a
dipole size parameter of 0.1 or even larger (dpl of a few tens). The

treatment should definitely be applied for further DDA simulations
of aggregate optical properties, although there are a few ideas for
its further improvement. Moreover, combined with the extrapola-
tion to \( k_d \to 0 \), the EMA has a potential for very accurate DDA re-

sults, similar to those for cubes [46] and surpassing that of
the MSTM reference.
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